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Abstract

This paper reports on outcomes from the Corpus Protocols project that investigated opportunities and challenges for data and text mining commercial news content, including licensing, storage and accessibility of data, and communication between researchers and publishers. Related research in digital humanities and digital libraries has concentrated on methodologies, overviews and accessibility. This paper focuses on research in corpus linguistics based on digital news data, including the Declassified Documents Reference System and the Times Digital Archive. Modernising Copyright and published draft regulations for UK legislation indicate new opportunities for libraries to support research using digital newspapers. Some publishers have pledged to bring more content online, and others are exploring sustainable commercial models for widening access to big data. This paper explores issues of research data management, innovations in web technologies for big data, and how research based on this kind of data satisfies requirements for the security of commercial news data in the context of emerging legislation. We identify potential conflicts this raises for research libraries and researchers.

Introduction

This paper reports on outcomes from the Corpus Protocols project that investigated opportunities and challenges for data and text mining commercial text archives held by university libraries. Questions that the project dealt with include: licensing; storage and accessibility of data; and, communication between researchers and publishers. The paper focuses on research in corpus linguistics and uses the Declassified Documents Reference System (DDRS) as its main example. It will also point to implications for other data, including news data bases, such as the Times Digital Archive. The paper explores in particular how research based on this kind of data satisfies requirements for the security of commercial text archives in the context of emerging United Kingdom (UK) legislation for research, education and libraries, including text and data mining.

Digital humanities and the tensions between research methods and legal frameworks

Corpus Protocols was not a research project that started with a research question originating solely in an academic department. The aim of the project was to explore interdependencies between
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1 Corpus Protocols was funded by Horizon Digital Economy Research (http://www.horizon.ac.uk), and is part of the Data-Asset-Method network (http://www.nottingham.ac.uk/humanities/digital/dam.aspx).
academic research, interests of publishers who provide data services, the legal frameworks that shape research, as well as university infrastructures that enable research. With the increasing availability of digital data an understanding of such interdependencies is crucial for innovative research to take place. Research in digital humanities and digital libraries related to text and data mining news and other types of social sciences data has concentrated on methodologies, overviews and accessibility. The IFLA World Library and Information Congress 2013 included an overview of humanities and social sciences research methods that involve the mining of newspapers (Cheney, 2013), an assessment of the challenges for librarians (Okerson, 2013), and IFLA international newspaper conferences have focused on models for improving accessibility (eg. Allen, 2010). The IFLA Statement on Text and Data Mining states:

that it is committed to the principle of freedom of access to information, and the belief that information should be utilised without restriction in ways vital to the educational and cultural well-being of communities, IFLA believes TDM to be an essential tool to the advancement of learning, and new forms of creation

(IFLA, 2013: online)

In linguistics, especially in corpus linguistics, researchers are interested in large computer-readable data sets such as newspaper archives. Corpus linguistics investigates language on the basis of such large collections of data to find evidence for the way in which linguistic phenomena are used. Corpus linguistics uses quantitative methods that are related to techniques in data mining, but also employs qualitative methods to analyse data in its situational, social and cultural contexts. There are examples of large scale studies using newspaper data for corpus linguistics (Gabrielatos, McEnery, Diggle, & Baker, 2012; Mahlberg & O'Donnell, 2008; O'Donnell, Scott, Mahlberg, & Hoey, 2012; Partington, 2010), or research combining approaches in linguistics and sociology (eg. Grundmann & Scott, 2012), or historical research projects with innovative text mining methods (eg. Humanities in the European Research Area, 2014). One of the contexts for current and future research funding is the recognition of the potential growth and value of big data (eg. McKinsey Global Institute, May 2011), and how the big data revolution has been identified by the UK government as one of eight great technologies (Willetts, 2013).

Proposed changes to UK copyright legislation have provided one context for the project. Some of the text and data mining techniques that have been used in non-commercial academic research, including corpus linguistics, involve copying works, such as newspapers, for analysis. There have been risks of copyright infringement unless specific permissions were obtained from the rights holder. Some research studies have attempted to articulate the different issues around content mining: the UK higher education context (eg. Guadamuz, 2014; Guadamuz & Cabell, 2013); the potential changes to copyright legislation (eg. Hellwig, 2013); and wider technological developments in the European context (eg. European Commission, 2014). The Hargreaves Review illustrated how UK copyright legislation is falling behind what is needed to support research, particularly in relation to new technologies that enable text and data mining (Hargreaves, 2011). The UK Government response to the Hargreaves Review accepted the proposals including “a wide non-commercial research exception covering text and data mining” where access had been obtained lawfully (HM Government, 2011). This was followed by a Consultation on changes to copyright in the United Kingdom, including proposals for data analytics for non-commercial research that would be balanced with protecting publishers from large-scale copyright infringement (HM Government, 2012: online).

The UK government has now made important changes to copyright law for the digital age, which have important implications for text and data mining news and newspaper collections. The Copyright and Rights in Performances (Research, Education, Libraries and Archives) Regulations 2014 came into force on 1 June 2014, introducing a new section 29a that states:
the making of a copy of a work by a person who has lawful access to the work does not
infringe copyright in the work provided that (a) the copy is made in order that a person who
has lawful access to the work may carry out a computational analysis of anything recorded in
the work for the sole purpose of research for a non-commercial purpose, and (b) the copy is
accompanied by a sufficient acknowledgement.

(The Copyright and Rights in Performances (Research, Education, Libraries and Archives) Regulations

The Intellectual Property Office has made an Illustrative draft of the Copyright, Designs and Patents
Act available so that the changes can be assessed in the full context of the existing UK legislation
(Intellectual Property Office, 2014c). Nevertheless, the Explanatory Memorandum makes it clear that
“this new copyright exception would permit UK researchers carrying out non-commercial research to
use text and data mining technologies without risking copyright infringement” (Intellectual Property
Office, 2014b: online). Moreover, the Intellectual Property Office has made further guidance
available that is specific to research, emphasising what is now possible without infringing copyright
(Intellectual Property Office, 2014a). A letter clarified the UK government’s position that the law
does not apply only to new contracts; the change applies to all contracts from the date of legislation
(House of Lords Secondary Legislation Scrutiny Committee, 2014b). This change to the legal
framework in the UK creates exciting opportunities and possibilities for using commercial news data.

Some publishing organisations have expressed concerns about changes to the legislation (eg. John
Wiley & Sons, 2012; Veerasingham, 2012). Some publishers have pledged to bring more content
online (eg. European Commission, 2013). Others are exploring sustainable commercial models for
widening access to big data (eg. Smit, van de Graaf, & Publishing Research Consortium, 2011) or
developing policies and technical solutions for text and data mining in the new UK legal context,
such as Elsevier (Elsevier, 2014; Hersh, 2014). The changes to copyright legislation in the UK mean
that University library collections and publisher data are more valuable to research because there is
more that can be done with the collections, content and data. There are opportunities to create new
partnerships that will link open data and publisher discovery tools, as several projects have explored
(eg. Somerville & Conrad, 2014). In particular, there are new opportunities to use the news and
newspaper data in existing databases where a University already has a right of access for text and
data mining content.

Corpus Protocols

The project title 'Corpus Protocols' reflected our of aim of exploring different perspectives on digital
assets and the need to find 'protocols' for the way in which researchers, publishers, libraries and
wider university support structures negotiate the requirements and practicalities of an adequate
research context that enables innovative research. Researchers in corpus linguistics would ideally
like to have access to raw data so that they can access the data with corpus linguistic software or
add linguistic annotation to the data for more advanced searches. O'Donnell et al. (2012), for
example, investigated whether words have preferences to occur in certain positions in newspaper
articles, such as in text-initial sentences. Their research could not have been easily completed by
accessing newspapers through a data base like Nexis, but required access to raw Guardian
newspaper data. The CLIC tool developed at the University of Nottingham also shows that specific
research questions need access to data in a certain way. CLIC makes it possible, for instance, to
search for patterns in fictional speech. These patterns can only be retrieved because the novels that
are accessed through the interface have been marked-up accordingly.

CLIC is available at the University of Nottingham: http://clic.nottingham.ac.uk:8080/index.html
At the start of the project we knew about existing University owned data sets, such as the Times Digital Archive where the University had a right to access through subscription. We also knew about, or we were involved in using and developing, existing research tools and research methods for corpus linguistics. And, we knew about draft legislation for data analytics that might provide new opportunities for researchers and libraries to leverage investments in digital library resources that have been provided by publishers, such as Cengage Learning. However, we did not know the best way to make data available for researchers or the level of demand for data related services. Should this data be on the researcher computer, in a University owned data centre or accessed through an external commercial cloud? To what extent can existing research tools, such as Wordsmith, be used to handle large commercial data sets? To what extent are services provided by publishers informed by current and emerging research methods? Corpus Protocols aimed to prototype an approach for using locally stored data using existing corpus linguistic tools. Focusing on textual data (a ‘corpus’) we reviewed relationships between institutional infra-structure, external business partners and research questions and methods that deal with textual data, exploring opportunities for the future through the development of protocols. An existing corpus linguist tool was used to analyse a University owned data set that was made available on the University network.

The Declassified Documents Reference System as a Corpus

Corpus Protocols started with opportunistic data that was available in the library. Libraries have lawful access to many copyright protected works, including commercial newspaper collections, either through subscriptions or payment for perpetual access to the data. The University of Nottingham, for example, has perpetual access to four ProQuest historical newspaper collections (Guardian and Observer, Los Angeles Times, New York Times and the Washington Post) and we subscribe to the Times Digital Archive provided by Cengage Learning. In addition, we have access to many other news and newspaper sources, including 19th Century British Library Newspapers, the 17th-18th century Burney Collection of newspapers, China Daily, Chronicling America: Historic American Newspapers, Current Digest of the Post-Soviet Press, the Eighteenth Century Journals Portal and Nexis. Library users normally access the content of these databases through publisher provided platforms and keyword searches, and this approach satisfies many research requirements.

Although the library had access to many newspaper databases, the news data was not available for the project. However the aims of the project were about exploring issues around storage, accessibility, licencing and the protocols between publishing and universities. One data set that was available and is related to newspaper sources was the DDRS. The DDRS is one of several valuable sources for research based on declassified United States of America documents. Other important sources include: Foreign Relations of the United States, with volumes from 1861-1960 being available for free online; the National Security Archive, available for purchase as the Digital National Security Archive; and leaked documents on web sites, such as WikiLeaks (Gibbs). There are many research projects related to 20th century history, the United States of America foreign relations, national security, international relations, politics and government, nuclear strategy, the Vietnam War or the Cold War that have used DDRS (eg. Brands, 2012; Cooley & Spruyt, 2009; Cullather, 2011; Gavin, 2012; Holden, 2004; Khalidi, 2009; Miller, 2013; Schoultz, 2009; Wang, 2008; Zimmermann, 2001). After Hiroshima: the United States, race, and nuclear weapons in Asia, 1945-1965 by Matthew Jones is an example of an American foreign relations research project that used the DDRS including information cables and many memoranda of meetings (Jones, 2010). Figure 1 shows the

---

3 Wordsmith is a program for analysing texts and corpora developed by Mike Scott: http://www.lexically.net/wordsmith/
results of a basic keyword search for the word *nuclear* which would be how most researchers have traditionally used the *DDRS*.

![Basic search results](image)

Figure 1: results from *DDRS* based on a basic keyword search for the word “nuclear”.

When the University of Nottingham library invested in the *DDRS*, Cengage Learning supplied the data on a hard drive to be stored by the library. The library did not acquire and store the data thinking that it would be used for research. There was never any intention that the data would be used for research projects that used text and data mining methods. Indeed, Cengage Learning supplied the drive purely for the purposes of providing a backup to its customers in case the product became permanently unavailable. However, the publisher no longer sends such drives to customers by default, storing its products with Portico ([www.portico.org](http://www.portico.org)) instead, and charging a fee to those customers who do request a hard drive backup (Cengage Learning). The *Corpus Protocols* project investigated the opportunities and challenges for data and text mining commercial content, including licensing; storage and accessibility of data; and, communication between researchers and publishers.

For this project we wanted to investigate how we could make this data available on the University network for analysis. There is an existing University of Nottingham procedure and infrastructure for academic researchers to request space for research projects. During the *Corpus Protocols* project requesting space for 40GB was straightforward, and 673,060 *DDRS* files (39GB) were copied to the University network. This is a different way to access the *DDRS* data from the normal way using the publisher database. In this protocol the researcher browses to the University network, selects the relevant folder for the project, and is then able to view the files containing the *DDRS* data. More importantly the data is available on the University network for text and data mining.

However, the project discovered technical problems with this approach. Firstly, for data security access was restricted to specific people, in this case the members of the project team, because anybody with access to the data can copy all the files. Moreover, extending access to all project team members was time consuming, as not a default step in the university system, indicating that there may be problems extending access to data to other groups, such as postgraduate research students. Providing access to data from non-University computers, such as personal laptops or a
home computer, was complex. University computers are mapped to the relevant University network, but for some researchers other options need to be considered, including: a web interface, which might work for one file but not for running a specific corpus linguist tool, such as Wordsmith; Citrix virtual desktop, which would work to view some files, but you could not install programs like Wordsmith for text analysis; and remote desktop to a University computer, which would work if you have a University computer but the machine would need to be left switched on or woken remotely. Web based solutions could not be delivered during the Corpus Protocols project, but this is an area that requires further investigation, especially for new tools that balance accessibility and security, and which reassure publishers who are providing the content.

Even in the context of changing UK legislation, publishers will have high expectations for the security of data. The Explanatory Memorandum accompanying the new UK legislation says that the exception is not a right to mine works where the researcher does not have a right to access and that publishers can “impose reasonable measures to maintain stability and security of their computer networks” (Intellectual Property Office, 2014b: online). From a publisher’s perspective, any copies of commercial works made for the purposes of non-commercial mining will need to be strictly managed by the body which has purchased the access rights, which in higher education is usually the university library. Publishers will need to be reassured that the potential for further copying and dissemination that infringes copyright is minimal. The perceived risk is that once a rogue copy of the data is more widely available for sharing, it is virtually impossible to retrieve the various copies, and the damage to the publisher’s commercial interests is done. This is no small matter; the data is a key part of the value that publishers create, especially with products containing digitised primary sources. A newspaper from 1785 will in its original physical form be out of copyright, but the XML data that was created at huge expense in the 21st century for the digital archive of that newspaper is very much the publisher’s copyright, and a key commercial asset. With this in mind, publishers will want copies of data created for the purposes of mining to be held on a highly secured network. Access should be monitored and restricted to known users, who can be held accountable in the event of infringement. Putting such procedures in place is in a University’s interests also, as the UK copyright legislation is very clear that full legal consequences will apply to any institution’s users that copy and share data beyond the provisions of the law.

The University of Nottingham has an aspirational Research Data Management Policy (University of Nottingham, 2014), and the related Information Security Policy is built into the University’s management of risk at the highest level (University of Nottingham, 2013). Such security procedures admittedly reduce flexibility and restrict access to data within a university. These measures may make it more difficult to extend the mining of data sets beyond, ‘just’ researchers, to the classroom. Publishers will inevitably be wary about students having access to copies of data, as today’s students are regarded as a group with relatively poor understanding and regard for copyright law. However, Cengage Learning feels that the benefits of text and data mining research may come down to students through new tools and forms of data access that can be developed through collaboration with researchers. Such tools would therefore provide controlled access to data without risking security and widespread copyright infringement. During the course of the project the University policies were shared in confidence with Cengage Learning. Following the changes to the UK legislation there will be opportunities for improved licencing agreements that address concerns around access to data.

In addition, publishers need to build any new business models for data services that support the University research community on a shared understanding of research trends, methods and outputs. One of the key problems for publishers, and to some extent those working in professional services at universities, is understanding the demand for and value of data, including any text and data mining approaches to using the data. In this case the focus was corpus linguistics.
Figure 2 shows a screen shot of a concordance, i.e. display format that shows a word, here the example *nucleus* in its context. Running concordances is a basic research method for corpus linguistics that allows the researcher to identify patterns that would not become apparent through the standard database interface for the DDRS. In the example above, *nuclear* collocates with *activities* on the right and *peaceful* on the left.

Another advantage of being able to access the data behind the commercial interface is to organise the data into different subsets. The DDRS contains 197,837,328 words in total. This 'corpus' can be divided into 30 yearly sub-corpora of between 3.3 and 8.3 million words each. These sub-corpora can then be used to generate 'key words', i.e. words that occur significantly more frequently in one subcorpus than in the rest of the corpus. The lists of key words in Figure 3 have been generated by comparing a year (1996, 1997 etc.) against the rest of the DDRS. Key words can be the starting point for further analysis, such as to find out how key words characterise specific discourses. Such statistically significant 'key words' are quite different from 'key words', in the sense of 'search words' as illustrated in Figure 1 above.
The type of corpus research illustrated raises questions for those developing data based services. What types of projects emerge because of access to data and larger volumes of data? Who owns the intellectual property rights in any non-standard research outputs that emerge from projects that use text and data mining techniques? Are there any areas where there is a lack of clarity where protocols are needed between publishing and non-commercial research. Are any new research outputs owned by the researcher or the publisher? Any new business models will also need to be built on an understanding of the research outputs for text and data mining projects.

**TIDAL: the Times data and other news data for future research**

In collaboration with Cengage Learning, *TIDAL*, the *Times Data Archive Lab* project, will investigate social reality in the 19th century based on news discourse to complement the picture of Dickensian London. This research project will be based on the *Times Digital Archive* newspaper corpus, building on the knowledge and understanding gained through *Corpus Protocols*. The project will explore new technical options, including the processing of data using High Performance Computing.

Beyond *TIDAL*, there will be opportunities to use British Library news data. The British Library has one of the world’s greatest news archives. The collection of UK, Irish and world newspapers numbers over 60 million issues, from the 17th century to the present day, and there are growing collections of television, radio and web news.
Through the *Broadcast News* service daily television and radio news programmes broadcast in the UK since May 2010 are available through an instant access service in the Reading Rooms of the British Library (Hulme). Over 60 hours of news are recorded every day from 22 channels, including the BBC, ITV, Channel 4, Sky News, France 24, Bloomberg, Russian Today, China’s CCTV News, Al Jazeera English and CNN. Many of the recorded *Broadcast News* television and radio news programmes come with subtitles, which are a searchable research resource. Like with the DDRS and the *Times Digital Archive*, these subtitles are a corpus of data and metadata that has potential value for research. Again, in the context of the new UK legislation, there will be opportunities to combine news corpora, including television news and newspaper data in new research projects that create new corpora and new non-standard research outputs.

Text and data mining newspaper content continues to be an emerging area of research. It has been recognised, for example, that the UK Regulations have the potential to be both positive for the research sector and negative for rights holders (House of Lords Secondary Legislation Scrutiny Committee, 2014a). There will be a review by the Intellectual Property Office before April 2019. Moreover, harmonisation across boarders will continue to be an issue for collaborative non-commercial research in universities (Universities UK & UK Higher Education International Unit, 2014). There are opportunities for universities and publishers to work together in partnership to assess the impact of legislation. Digital humanities research projects also have the knowledge, skills and technologies that can transform business by helping to shape the further development of newspaper database and news data services.

**Conclusion**
This paper explored issues of research data management, innovations in web technologies for big data, and how research based on this kind of data satisfies requirements for the security of commercial news data in the context of developing UK legislation. Changes to legislation offer new opportunities for researchers, university libraries and publishers, but there are many challenges as larger volumes of commercial data become available. The *Corpus Protocols* project illustrated corpus methods to publishers, librarians and web technologists, who all have crucial roles in supporting research. There were several important outcomes from the project: dialogue with Cengage Learning raised awareness of specific security requirements for data; the University library ensured the research process was compliant with proposed, emerging and new legislation; and technology and network security teams provided the information systems infrastructure to make commercial data available on a University network. While this might seem obvious in hindsight, the project highlighted the protocols of communication and governance for research using digital news data. Changes to legislation offer new opportunities for researchers, university libraries and publishers, but there are many challenges as larger volumes of commercial data become available.
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